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The Setup

As a first example, I’ll discuss a particular pet-peeve of mine, which is something covered in
many introductory quantum mechanics classes: The algebraic solution to quantum (1D) simple
harmonic oscillator.1 The one-dimensional, time-independent Schrödinger equation is:

HΨ = EΨ, (1)

where H is the Hamiltonian of the system. Explicitly, this Hamiltonian is

H =
p2

2m
+ V (x), (2)

where p is the particle’s momentum, m is it’s mass and V (x) is the potential the particle is placed
into.

The potential associated with a classical harmonic oscillator is

V (x) =
1
2
kx2

=
mx2

2ω2
,

(3)

where ω2 ≡ k/m. For the sake of convenience, so we don’t get bogged down with various factors,2

we’ll consider m = ω = ~ = 1. Then, if we substitute (3) back into (2) we write the Hamiltonian
as:

H =
p2 + x2

2
. (4)

A bad way

Now, at this point, many texts, (see [1] or [2] for example,) define, with no motivation other
than future “convenience”, two operators

a ≡ (x + ip)/
√

2 (5a)

a† ≡ (x− ip)/
√

2, (5b)

1I’ll be discussing this in the boring algebraic sense of symbols and whatnot, leaving off the geometric/visual
interpretation of the algebra for another time.

2Or maybe I’m just lazy
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Figure 1: How Einstein developed his famous E = mc2 expression.

and proceed to show how these can be used to simplify the Hamiltonian and easily solve the
problem. While it is an elegant and quick solution, this presentation is completely useless. I find
it highly unlikely that Dirac sat down to solve this problem and tried a whole series of random
operators

c ≡ (x2 + ip)/7 d ≡ (xp − eip)/π

f ≡ (
√

xe−x2/8 + ip3)/
√

π g ≡ (
√

xp− ip/x)/3

and so on, along with their complex conjugates, until he lucked out with the solution in (5), see
Fig. 1.

A better way

What is far more likely is the argument given by Griffiths in [3], which I’ll loosely follow. He
presents a rationale and a method for approaching this problem. Namely, he suggests factoring
the Hamiltonian (4) into terms linear in x and p. If we ignore the operator properties of x and p
momentarily, and consider the classical quantities, we can factor the Hamiltonian

(x + ip)√
2

(x− ip)√
2

= Hclassical =
(p + ix)√

2
(p− ix)√

2
. (6)
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Now we see a reason why (5) makes sense to try. Each term, either on the right or left side of (6),3

contains two terms which are complex conjugates of each other. If this were a classical problem,
we could, in principle, make a change of variables converting the Hamiltonian to something of the
form

H = η2/2 = η∗η/2, (7)

where η is any of the combinations of x and p in (6). Although this is not a “canonical transforma-
tion,” the symmetric form4 of the Hamiltonian allows us to reduce the Hamiltonian from a function
of two dynamical variables to a function of a single dynamical variable.

Switching back to quantum mechanics, we now see a rationale for choosing a and a† as we
did.5 Although deciding which variable to attach the i to and its choice of sign is a guess,6 we now
have a general method for approaching Hamiltonians that look like they might be easily factored
classically – try using the classical factorizations with quantum quantities and see what
happens.
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3And, since this is a classical problem, the order does not matter, either.
4Yes, it’s only up to a constant which I’ve set to one, but you can still symmetrize things by changing to unitless

variables, see [2].
5Recall that the † for a quantum-mechanical operator/matrix serves the role of the ∗ in (7).
6It actually does not matter to the solution of the problem. The only change is which operator acts to ‘step up’

the state. Dirac actually defined his operators with the i attached to the x variable, see [4].
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